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Abstract--Two-dimensional forced convection heat transfer between two plates with flush-mounted dis- 
crete heat sources on one plate to simulate electronics cooling is studied numerically using a finite difference 
method. The two plates form part of a liquid-cooled rectangular channel. The high Reynolds number form 
of the k-e turbulence model is used for the computations, which are performed for the liquids water and FC- 
72 over a range of Reynolds numbers from 104 to 1.5 x 105. The numerical procedures and implementation of 
the k-e model are validated by comparing the predictions with published experimental data of Mudawar 
and Maddox [11] and Incropera et al. [7] for a single plain heat source as well as with reported multi-chip 
module data of Incropera et al. and Gersey and Mudawar [12]. The effects of the ratio of the channel 
height to the length of heat source and orientation on the heat transfer characteristics inside the channel 

are investigated. © 1997 Elsevier Science Ltd. 

INTRODUCTION 

In the choice of cooling fluid in electronic systems, air 
is widely used and will always be favored wherever 
possible because of its economy and its ease of being 
handled. However, as circuit densities on a single sili- 
con chip continue to increase and as chips are packed 
in closer proximity on multi-chip modules, power den- 
sities continue to rise at both the chip and module 
levels, dissipating power more than 10 W/cm 2 and 
beyond, while chip temperature should be maintained 
below 85°C. As it is becoming increasingly difficult to 
rely on air cooling to dissipate the heat, liquid cooling 
is considered, and it may be the only practical method 
for maintaining reasonable component temperatures 
in high power chips. 

Although numerical investigations of turbulent 
heat transfer for air cooling of electronic systems were 
widely reported, including those of Kim and Anand 
[1], Asako and Faghri [2, 3], Knight and Crawford 
[4], scant numerical work had been extended to liquid 
cooling. Heat transfer in laminar flow with one and 
two heat sources flush-mounted to one wall of a par- 
allel plate channel was considered numerically by 
Ramadhyani et al. [5]. Moffatt et al. [6] and Incropera 
et al. [7] numerically predicted turbulent flow in a 
rectangular channel using a relatively simple model : 
zero equation turbulent model combined with wall 
function. Mahaney et al. [8] extended the work of 
Incropera et al. to the low Reynolds number regime 
where mixed convection becomes important. 

Experimental studies on forced convection heat 
transfer from a single plain heat source as well as from 

a multi-chip module had been carried out for liquid 
cooling by many investigators. One of the earliest 
works using silicone oil and R-113 flowing over dis- 
crete sources with surface areas ranging from 1 to 
200 mm 2 was performed by Baker [9, 10]. Forced 
convection heat transfer data for a single 12.7 mm 
square heat source and for a 4 x 3 array of heat sources 
were obtained by Incropera et al. [7] using water and 
FC-77 as the working fluid, and it was found that the 
upstream thermal boundary affected that of down- 
stream. Tests were conducted using a single heat 
source having the dimensions 12.7 × 12.7 mm, flush- 
mounted to one wall of a vertical rectangular channel 
with 38.1 mm width and 12.7 mm height at atmo- 
spheric pressure by Mudawar and Maddox [11], with 
FC-72 as the coolant. Although the slopes of the cor- 
relations obtained by Mudawar and Maddox and by 
Incropera et al. are almost identical, the data of the 
Mudawar and Maddox was approximately 36 per cent 
higher than the latter. Experiments were performed 
by Gersey and Mudawar [12] and FC-72 on a series 
of nine in-line simulated microelectronic chips in a 
flow channel to ascertain the effect of orientation angle 
on the forced convection. The simulated chips, 
measuring 10 x 10 mm, were flush-mounted to one 
wall of a 20 x 5 mm flow channel. However, they 
found that the upstream thermal boundary had no 
effect on that of downstream, and the data from the 
nine flush-mounted chips were correlated by a single 
equation. 

The objective of the present work is to study 
numerically turbulent heat transfer with single and 
four in-line flush-mounted heat sources for liquid 
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NOMENCLATURE 

turbulent modelling constants vp + 
specific heat at constant pressure w 
[J/kg K] x 7 
turbulent modelling constant 
hydraulic diameter of channel [m] YL 
friction factor 
heat transfer coefficient [W/m 2 K] 
height of channel [m] 
turbulent kinetic energy [m2/s 2] 

F 
heat source length in flow direction [m] 
distance from inlet to first heat source 
[m] 
Nusselt number based on length of 
heat source, = hL/2 
production of  kinetic energy [Pal 
parameter defined in equation (l 3) 
Prandtl number 
heat flux [W/m E ] 
Reynolds number based on length of 
heat source, = vinL/v 
distance between heaters [m] 
source term eft 
inlet temperature [°C] f 
heat source wall temperature [°C] in 
nondimensional temperature near the p 
wall t 
velocity in x-direction [m/s] x 
velocity in y-direction [m/s] y 

nondimensional velocity near the wall 
width of channel [m] 
nondimensional distance measured 
from the wall 
total channel length [m]. 

Greek symbols 
coefficient in equation (17h) 
transport coefficient in general 
equation 

e turbulence dissipation rate [N/s m 2] 
2 thermal conductivity [W/m K] 
# dynamic viscosity [N s/m 2] 
v kinematic viscosity [m2/s] 
p density [kg/m 3] 
ak, try, at turbulent modelling constants 
z shear stress [N/m 2] 
q~ general variable. 

Subscripts 
effective 
fluid 
inlet 
referring to point P near the wall 
turbulent 
referring to the x-direction 
referring to the y-direction. 

coolant (water with Pr = 5.42 and FC-72 with 
Pr = 9.0). The standard high-Reynolds number k-e 
model and wall function are employed for the com- 
putations. The k-e model is a semi-empirical model 
that has been proven to provide engineering accuracy 
in a wide spectrum of turbulent flows, including shear 
flow and wall-bounded flows. The wall function 
method is cost-effective as it substantially reduces the 
computer storage and CPU time. This method is jus- 
tified since the heat sources in the present study are 
flush-mounted and there is no rapid change in channel 
geometry causing strong flow acceleration/retardation 
or flow separation/reattachment. Consequently, no 
significant departure from local one-dimensionality in 
the near-wall region is anticipated. The present results 
are compared with relevant experimental data. The 
effects of the orientation of the flow channel and the 
ratio of channel height to the heat source length on 
heat transfer are investigated. 

MODEL FORMULATION 

Description of the problem 
The numerical model is formulated based on steady, 

two-dimensional turbulent heat transfer in a channel 

formed between two plates as shown in Fig. 1. Two 
modules are considered ; in the first case, a single heat 
source flush-mounted on the left wall as shown in Fig. 
1 (a), and in the second case, four in-line heat sources 
mounted on the left wall as shown in Fig. 1 (b). 

The right surface is assumed to be adiabatic, while 
the left is assumed to be heated with constant heat 
flux q~ generated from one or more heated elements 
each of length L and regularly spaced at distance s 
along the surface. It is assumed that the surface out- 
side the elements is adiabatic. The distance from the 
channel entrance to the first source, Li, and the dis- 
tance from the last source to the channel exit, are 
each equal to 5L. For  simplicity, the heat sources are 
assumed to be strips of infinite length in the direction 
perpendicular to the paper, thus rendering the situ- 
ation two-dimensional. The working fluid is assumed 
incompressible, and the fluid properties are constant. 
A Cartesian coordinate system is set up as shown in 
Fig. 1. 

Governin9 equations 
The given flow field must satisfy the continuity 

equation 
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Fig. 1. Physical model for cooling channel in electronic equipment. 

O(pl~) a(pv) 
0--~ + ~ = O. (1) 

Based on the foregoing assumptions, the equation 
for a general variable transported by convection and 
diffusion in turbulent  flow is given by 

_ _ a(pu¢) a(pv~p) r + F + S. 
Ox + Oy ay 

(2) 

In this equation, the general variable q~ represents u, 
v, T, k, or e, where F and S represent the appropriate 
transport  coefficient and source term respectively, as 
shown in Table 1. 

In the table, 

/~err = ~t+#, (3) 

It, = C.pk2 /e (4) 

o yl 
Pk = Iz, [ L\ax ] kay ) j ~ + ~ )  j. (5) 

For horizontal flow, 0 = 0°; for vertical upflow, 
0 = 90 °. 

Wall  funct ion 

For  completion of the problem formulation, the 
wall function method is employed near the channel 
wall. Since a finite difference method is used, the 
boundary  condition should be specified in terms of 
wall fluxes between the wall and the adjacent grid 
point (denoted by P) as shown in Fig. 2. The region 
close to a solid wall can be divided into two sublayers, 
(a) a laminar or viscous sublayer where viscous effects 
are dominant  and (b) a turbulent sublayer. The wall 
velocity can be obtained from Launder and Spalding 
[14] as : 

Table 1. General variables and corresponding diffusion coefficients and sources 

r s 

u # + 1 ~  t 
v #+#,  
T #/Pr + ##a r 
k # + I~,/ak 
e # + #,/a~ 

- aptOx + Ob~o~(aulOx)]tOx + a~(OvtOx)]lOy- pg cos 0 
- aplOy + ob~o~(oulay)]lax + aluo~(avlay)ltOy- pg sin 0 
0 
P k -  pe 
( C i P ke - C2pe:) / k 

C~ = 1.44, C2 = 1.99, C,, = 0.09, ak = 1.0, cr = 1.3, at = 0.9 [13]. 
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Fig. 2. Location of points adjacent to wall. 

u+ = 2.5Inx,C+5.5, forxl > 11.5 P (6) 

c+ CC x+ P p, forx,f d 11.5 (7) 

where 

x; = xp(c;‘4k;i2) 
Y 

(8) 

v+ _ vp(C;!4k;‘2) 
P - 

L4lP 
(9) 

(10) 

The wall turbulent viscosity at point P can be cal- 
culated from 

p,+, 
% 

The wall temperature can be obtained from [l] as 

T+ = (Tw - T,JpC,,C,!‘4k;‘2 
P ,I 

4% 
= (r,[2.5 ln(9x,+) + P,J 

where 

(12) 

p” =9(:-1)(:,“. (13) 

The relation between the heat flux and temperature at 
the wall surface is given by Fourier’s law as 

q;;. = “,Y (14) 

where /I, is the thermal conductivity in the fluid 
between the wall and the position P. On rearranging, 

1, = ~ 5 wp 
a,[2.5 ln(9x,+) + PC] ’ 

ifxc > 11.5. (15) 

The dissipation rate of kinetic energy is calculated 
from 

C3/4k3/2 

5 
B Y 

0.4x, (16) 

It should be noted that the dissipation rate E in the E 

equation is also employed to prescribe the value near 
the wall control volume. 

Boundary conditions 

The boundary conditions are specified as follows 

Atx=O,x=H, u=v=O. (17a) 

Aty=O, u=O. (17b) 

Aty=O, v=v,,. (17c) 

Aty=O, T= T,,. (174 

At x = 0, x = H (except at the heat sources), 

dT 
yg = 0. (17e) 

At the heat sources, q:, = - IF:. (170 

At the outlet, 
8T 

y = Y,, - = 0. 
ay 

(1%) 

Equations (17~) and (17d) prescribe a uniform vel- 
ocity and a uniform temperature at the channel 
entrance, and equation (17g) assumes the streamwise 
energy diffusion flux to be negligible at the outlet. 

In view of the situation that the experimental values 
of k and E are not known at the inlet, some reasonable 
assumptions can be made. The inlet kinetic energy of 
turbulence is estimated according to a certain per- 
centage of the square of the average inlet velocity 

k,, = civ,“, (17h) 

where v,, is the average inlet velocity and c( is a per- 
centage between 0.5% and 1.5%, following Patankar 
et al. [ 151 for fully developed turbulent flow. 

The inlet dissipation is calculated according to the 
equation 

E,, = O.lk; (17i) 

Prediction results are insensitive to inlet k and E values 
[ 151 since the viscous effects are small compared to 
the fluid inertia at high Reynolds number. This has 
been confirmed after a few numerical trials. 

The outlet conditions for k and E are not specified, 
but are given at the inlet as per equations (17h) and 
(17i). The problem is then approximated by a one- 
way space coordinate of parabolic nature under the 
action of fluid flow and when convection mode of 
transport dominates the diffusion mode. In this situ- 
ation, the solution is largely controlled by the 
upstream condition and very little by the downstream 
one. 
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Reynolds number, Nusselt number 
For calculation of the Reynolds number, L is selec- 

ted as the characteristic dimension, that is, 

v i n L  
ReL = (18) ~" 

V ~ 
7" 

m; _ q;L (19) ~ 
2 (T, . , -  T~,)2 

The local Nusselt number is defined as 

N b l  L, i - -  

while the average Nusselt number is calculated from 

• NUL,i 
i = I  

NuL - - -  
m 

(20) 

where m is the total number of grid points in the heat 
sources. 

N U M E R I C A L  S O L U T I O N  

The numerical procedure Semi-Implicit Method for 
Pressure-Linked Equation (SIMPLE) is used to solve 
the basic conservation equations. The finite volume 
technique has been described in detail by Patanker 
[16]. This algorithm provides a remarkably successful 
implicit method for simulating incompressible flow 
including those involved in the cooling of electronic 
equipment [1-3, 17]. The set of discretization equa- 
tions for each variable is solved by the line by line 
procedure, which is the combination of the Tri- 
Diagonal Matrix Algorithm (TDMA) and the Gauss- 
Seidal iteration technique. The SIMPLE algorithm 
solves the pressure equation to obtain the pressure 
field and solves the pressure-correction equation to 
correct the velocities. 

The convergence criterion used in this computation 
is that the value of the mass flux residuals (mass flow) 
Rsu m in each control volume takes a value less than 
10 -9, and relative values of velocities u and v and 
temperature cease to vary by more than 10 -5 between 
two successive iterations. The under-relaxation factor 
values for velocity, pressure, turbulence kinetic 
energy, energy dissipation rate and turbulent viscosity 
are set to 0.5, 0.8, 0.1-0.4, 0.1-0.4, and 0.5, respec- 
tively. A sufficient number of iterations, typically 2000 
to 10 000, are performed to obtain a converged solu- 
tion, with the number of interactions depending on 
the Reynolds number, the geometry and the working 
fluid. 

Grid-independence 
Grid independence is established by examining the 

wall temperature distribution at the surface of the heat 
source. A non-uniform mesh with a large con- 
centration of nodes in heat sources is set up. The 
computational region consists of 50 grid lines in the 
x-direction and 93 grid lines in the y-direction, the 
latter including 30 grid lines in the single heat source. 

60 

50 
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30 

20 

Note: Meshes 
Results for 60x93 meshes is 
close to that for 50x93 meshes. 3 0 X 4 8  

- - -  4 0 X 6 3  
- -  5 0 X 9 3  
. . . .  6 0 × 9 3  

4 5 6 7 8 

y/L 
Fig. 3. Effect of grid size on temperature distribution 

(L = 12.7 mm, H/L = 1, ReL = 1.5 x 105). 

For the purpose of the grid independence study, the Re 
is chosen to be 1.5 × 105. Four different non-uniformly 
spaced grid sizes are used 30 x 48 (with 15 grid points 
in the y-direction of the heat source), 40 x 63 (with 20 
grid points in the y-direction of the heat source), 
50 × 93 and 60 x 93 (with 30 grid points in the y- 
direction of the heat source). The wall temperature 
distribution for the various grid sizes and the Nusselt 
numbers are shown in Fig. 3 and Table 2, respectively. 
Grid independence is declared when maximum 
changes in temperature distribution, Nusselt number 
and friction factor are less than 3%. The results from 
the last three grids are acceptable. 

R E S U L T S  A N D  D I S C U S S I O N S  

Sin9& plain heat source 
Figure 4 shows the comparison of the numerically 

predicted with the experimentally determined Nusselt 
number obtained by Mudawar and Maddox [11] for 
the single plain heat sources using FC-72 as the work- 
ing fluid. The numerical results agree well with the 
experimental data, with differences of about 10%. 

Figure 5 shows the wall temperature distributions 
at Reynolds number 7× l04 and 1.5 × 105, respec- 

Table 2. Effect of grid size on Nusselt number and friction 
factor (ReL = 1.5 × l0 s, Pr = 9.0, FC-72) 

Grid NuL f 

20 x 48 980.9 0.0117 
30 x 48 1113.0 0.0132 
40 × 63 1142.0 0.0136 
50 x 93 1141.0 0.0136 
60 × 93 1139.0 0.0135 
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Fig. 5. Distributions of wall temperatures. 

tively. The wall temperatures are sharply peaked at 
the leading edge of the heat source and increase with 
increasing distance to the trailing edge. The trend of 
the result is similar to the results obtained by Ram- 
adhyani et al. [5] for laminar flow, and by Moffatt et 
al. [9] for turbulent flow. However, the Nusselt num- 
ber predicted by the present model is about  30% 
higher than that by the zero equation turbulent model 
used by Moffatt et al. [6]. Compared to the exper- 
imental results and numerical results reported by 
Incropera et al. [7] for the single plain heat source 
using water and FC-77 as the working fluid, it is found 
that the result predicted by the present model is also 
about 30% higher than their results as shown in 
Fig. 6. 

Flow and thermal field analysis 
The representative velocity vectors are presented in 

Fig. 7, showing that the velocity is quite uniform in 
the channel. This may be due to the wall function 
method being used in the present formulation so that 
the velocity near the wall cannot  be detailed by the 
numerical method. Another  reason may be that there 
is no obstacle in the flow channel, as the simulated 
electronic chip is flush-mounted on the wall. 

The velocity profiles in the y-direction at three chan- 
nel locations (y /L  = 4.92, 5.55 and 6.12) are shown 
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Fig. 7. Predicted velocity vector plot (ReL = 7 × 104, FC-72). 
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dle of and near the heat source (ReL = 7 x 10 4, FC-72). 

Table 3. The effect of H/L on average Nusselt number 
(ReL = 7 × 10 4, FC-72) 

H/L NUL 

1.0 661.2 
0.5 691.7 
0.25 781.3 
0.125 882.5 

in Fig. 8. It is found that the velocity profiles for the 
turbulent flow is flat with velocity increasing sharply 
at the first point near the wall; the velocity near the 
wall is defined by the wall function. 

The temperature distributions in the flow channel 
near the wall have also be studied and given in Fig. 8 
at the same locations. The results are similar to those 
of velocity, but the temperature distributions are more 
uniform than those of velocity. This temperature pro- 
file suggests that there is practically no heat transfer 
in the fluid across the channel as the heat transfer 
process has been dominated and completed near the 
wall. The direct liquid cooling of electronic chips is 
different from the air cooling in that the temperature 
difference of the liquid between the entrance and the 
exit of the channel is small, less than 0.5°C as cal- 
culated from the energy balance equation. However, 
because the heat capacity (pCp) of liquid is generally 
much higher than that of air, the heat flux dissipated 
by the electronic chips in liquid cooling is higher. The 
temperature in the first point near the wall is very 
close to the inlet temperature. The temperature dis- 
tributions between the first point and the wall also 
have been specified by the wall function. The tem- 
perature distribution before the heat source 
(y/L = 4.92) is a little lower than that after the heat 
source (y/L = 6.12), showing that the effect of the 
upstream thermal boundary layer on the downstream 
is weak. Similar experimental results were reported by 
Gersey and Mudawar [12]. 

Effect of channel heiyht on heat transfer performance 
The effect of the geometric parameter, expressed by 

the ratio of channel height to the heat source length 
H/L, on the average Nusselt number at Rez = 7 x 104 
is shown in Table 3. It is found that the ratio H/L has 
little effect on the Nusselt number in the range of 1 to 
0.125. The average Nusselt number decreases slightly 
with increases in the ratio. For example, the difference 
in average Nusselt number between the ratio H/L = 1 
and H/L = 0.5 is only 5%. Similar results were 
obtained by Gersey and Mudawar in experimental 
multi-chip cooling using FC-72 as the working fluid. 

They found that the experimental data of H/L = 0.5 
and H/L = 0.2 can be correlated by the same cor- 
relation; the channel height has little effect on the 
average Nusselt number. A weak dependence on H/L 
was also founded by Incropera et al. by using their 
numerical computation. The effect of ratio of channel 
height to the length of heat source H/L on the wall 
temperature distribution is shown in Fig. 9. 

However, for the air cooling of protruded discrete 
heat sources, the effects are noticeable. Kim and 
Anand [1] numerically showed that the average Nus- 
selt number is proportional to (H/L)-°814 in turbulent 
flow. McEntire and Webb [19] experimentally showed 
that the average Nusselt number is proportional to 
(H/L) -°4° in the range of l03 < ReL < 104. Olivos and 
Majumdar [20] numerically showed that the average 
Nusselt number decreases with increases in the ratio 
of channel height to length of heat source H/L in 
laminar flow. It is anticipated that their temperature 
profile is not as uniform as in the present case in a 
liquid-cooled channel. 

Effect of orientation on the single-phase forced con- 
vection heat transfer 

The effect of orientation on the forced convection 
heat transfer is studied as shown in Table 4. It is found 
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Fig. 9. Effect of H/L on the distribution of wall temperature 
(ReL = 7 x 104). 
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Table 4. Effect of orientation on the average Nusselt number (FC-72) 

Re L = 2 × 1 0 4  Rez = T x104 ReL = 1.5×105 

Horizontal flow (0 = 0 °) NuL = 336.0 NuL = 661.2 NuL = 1141 
Vertical upflow (0 = 90 °) Nuz. = 336.2 NuL = 661.0 NUL = 1141 

that orientation has no or little effect on the forced 
convection. The result is consistent with the con- 
clusion that body force terms in the governing equa- 
tions can be neglected for forced convection [21]. The 
result can also be supported from the order of mag- 
nitude analysis on dimensionless groups in the gov- 
erning equations. The effect of orientation had also 
been investigated experimentally for nine in-line dis- 
crete heat sources by Gersey and Mudawar [3]. Similar 
results were obtained from their study; whose data 
for different angles of orientation were correlated well 
by a single correlation, and there were no dimensional 
or dimensionless item reflecting the angle and body 
force in the correlation. From both numerical and 
experimental results, it is concluded that orientation 
has little effect on forced convection heat transfer in 
direct liquid cooling. But the effects of orientation on 
heat transfer must be considered in free convection 
and phase change circumstances. 

Four  in-line heat  sources  

Figure 10 shows the comparison between the 
numerically predicted results for the four in-line heat 
sources (as in Fig. 1 (b)) and the experimentally deter- 
mined Nusselt number obtained by Incropera et  al. 

using water as the working fluid. Although all the 
chips have similar heat transfer coefficients, it is found 
that the Nusselt number for the first chip is slightly 

higher than the values of other chips as predicted by 
present model. However, not only the experimental 
data of Incropera et al. are about 30% lower than the 
values predicted by present model, but the effect of 
the number of rows of heat sources on heat transfer 
coefficient is also inconsistent with the present model. 
They reported that, for an array of the heat sources 
consisting of four rows of three sources per row, 
upstream thermal boundary layer development causes 
the average Nusselt number to decrease with increas- 
ing row number, until a fully-developed condition is 
reached at approximately the fourth row. Values for 
the first row were considerably larger than those for 
the last three rows, with the percentage difference 
between the rows decreasing with increasing Reynolds 
number. But the present study finds that the number 
of chips have little effect on the thermal boundary 
layer. 

Compared to the experimental data obtained by 
Gersey and Mudawar with FC-72 on a series of nine 
in-line simulated chips in a flow channel, the numerical 
data agree well with their results as shown in Fig. 11. 
Because Gersey and Mudawar found that the nine in- 
line simulated chips had same heat transfer 
coefficients, all the data from the nine flush-mounted 
chips were correlated by a single correlation. 

Figure 12 shows the wall temperature distributions 
of four in-line heat sources for FC-72 at Reynolds 
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Fig. 10. Comparison of predictions and the experimental 
data of Incropera et al. [7] for four rows of heat sources. 
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Fig. 13. The wall temperature distributions for four in-line 

heat sources with water. 

number 1 × 105. There is little change in temperature 
distribution among chips. The wall temperature dis- 
tributions of  water are shown in Fig. 13 which also 
indicates that the number of  chips have little effect on 
the wall temperature. 

C O N C L U S I O N S  

Direct liquid cooling of  simulated chips in a rec- 
tangular channel has been studied numerically by 
solving the two-dimensional governing equations 
using the k-e  model  for turbulent closure. The key 
findings are as follows : 

1. The solution technique is validated by comparing 

the experimental data for a single plain heat source 
in a rectangular channel [11]. 

2. The wall temperatures are sharply peaked at the 
leading edge of  the heat source and increase with 
increasing distance to the trailing edge. 

3. The numerical studies suggest that the heat transfer 
process is dominated near the wall of  the heat sour- 
ces and as a result a narrow channel with small 
H/L  can be used for liquid cooling. 

4. The average Nusselt number predicted by present 
model is about  30% higher than the experimental 
results and numerical results reported by Incropera 
et al. [7]. 

5. The average Nusselt number decreases slightly with 
increases in the ratio of  channel height to the length 
of  heat source. It is concluded that the thermal 
conditions are more representative of  external flow. 

6. The orientation of  flow channel has little effect on 
forced convective heat transfer in liquid cooling. 

7. For  four plain heat sources, all heat sources have 
similar single-phase heat transfer coefficients. 

8. Compared to the experimental data obtained by 
Gersey and Mudawar  [12] for multi-chip module, 
the numerical data agree well with their data. How- 
ever, present results are inconsistent with the data 
of  Incropera et al. [7]. 
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